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OBJECT DETECTION DEVICE, OBJECT
DETECTION METHOD, AND OBJECT
DETECTION PROGRAM

TECHNICAL FIELD

The present invention relates to an object detection device,
an object detection method and an object detection program,
and in particular to an object detection device capable of
detecting an object, such as a pedestrian, existing around a
vehicle, an object detection method and an object detection
program.

BACKGROUND ART

Recently, onboard cameras have become common for the
purpose of supporting safe driving of an automobile. For
example, an onboard camera (image capture apparatus) is
installed at a front or rear part of a vehicle to shoot a video
image of surroundings of the vehicle. The shot video image is
displayed on a display installed before a driver’s seat.
Thereby, a driver can confirm existence or nonexistence of an
object, such as a pedestrian, existing around the vehicle when
the vehicle is running.

Efforts are also being made for attracting a driver’s atten-
tion not by simply displaying a video image of surroundings
of'a vehicle on a display but by detecting an object, such as a
pedestrian, in advance by some means, and displaying a video
image with detection result information added thereto or issu-
ing a warning by voice.

As the means for detecting an object, such as a pedestrian,
for example, such that is mounted with a sensor for sensing a
heat source or distance, separately from an onboard camera
has been the mainstream of the means. However, mounting of
a separate sensor is disadvantageous from the viewpoint of
cost and versatility, and it is desired that image recognizing
means for detecting an object only by a video image of an
onboard camera is put to practical use.

In the field of research, a method of using edge character-
istics in a video image has been considered to be effective as
a method for detecting an object by image recognition. A
boosting method has been established in which a great num-
ber of video images of a detection target object is learned in
advance and utilized as statistical data. In the field of research,
an object detection method obtained by composing the
method using edge characteristics and the boosting method
has already reached to a practical level from the viewpoint of
detection accuracy.

From the viewpoint of practical use, however, the above
method for detecting an object by image recognition has a
problem of processing time. In the case of image recognition,
video image processing is complicated, and it is required to
scan the whole video image. Therefore, it takes much time
until an object detection result for one frame of video image
is obtained. Therefore, there are a problem that the frame rate
of object detection processing is lower than the frame rate of
a camera, and a problem that delay time before obtaining an
object detection result for a video image occurs.

To cope with such problems related to processing time, a
technique of performing two-stage detection is disclosed
according to an object detection device described in Patent
Literature 1 in which a reduced image obtained by reducing
an inputted image is created, existence or nonexistence of an
object is roughly detected on the reduced image first, and then
detection processing is performed again for the input image
with the original size only when an object is detected on the
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reduced image. Thereby, scanning is performed substantially
with the size of the reduced image, the detection processing
can be sped up.

In the method described in Patent Literature 1, however,
since detection processing is performed with the use of a
reduced image, image characteristics used in object detection
processing are lost by the reduction. Therefore, there is a
problem that, especially when an image of an object detection
target is originally captured in a small size on a video image,
detection performance cannot be sufficiently obtained. As a
factor of an image of an object detection target being captured
in asmall size, any one of a factor that a detection target object
is originally small and a factor that a detection target object
exists at a position at a long distance from a camera is con-
ceivable, or both of the factors are conceivable. At this time,
there are caused bad effects: in the former case, a bad effect
that sufficient detection accuracy cannot be obtained depend-
ing on a detection target object, and, in the latter case, a bad
effect that the range of the distance to a detectable object is
shortened.

CITATION LIST
Patent Literature

[Patent Literature 1] Japanese Patent Laid-Open No. 2007-
265390

SUMMARY OF INVENTION
Technical Problem

The present invention has been made under the background
described above. The object of the present invention is to
provide an object detection device capable of speeding up
detection processing time while performing object detection
only by image recognition, without sacrificing detection per-
formance, a method and a program.

Solution to Problem

An aspect of the present invention is an object detection
device detecting an object near a vehicle from an input video
image, the input video image being a video image of sur-
roundings of the vehicle shot from the vehicle. This object
detection device is provided with: a video image converting
section converting the input video image to a characteristics
video image into which image characteristics have been
extracted from the input video image; a video images-classi-
fied-by-distance extracting/composing section extracting
areas which differ according to distances from the character-
istics video image as video images classified by distance, on
the basis of the distance from the vehicle, and composing a
composite video image using the video images classified by
distance; a first object detecting section performing first
object detection processing of scanning the composite video
image composed by the video images-classified-by-distance
extracting/composing section to determine a position on the
composite video image of an object detected from the com-
posite video image; an object-candidate position specifying
section determining an object-candidate position where there
is a possibility of existence of the object, in the video images
classified by distance, on the basis of the position on the
composite video image of the object detected by the first
object detecting section; a second object detecting section
performing, for the object-candidate position determined by
the object-candidate position specifying section, second
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object detection processing for identifying corresponding
object positions in the video images classified by distance;
and an object position identifying section identifying an
object position in the input video image on the basis of the
object positions determined by the second object detecting
section.

Another aspect of the present invention is an object detec-
tion method for detecting an object near a vehicle from an
input video image, the input video image being a video image
of surroundings of the vehicle shot from the vehicle. This
object detection method includes: a video image converting
step of converting the input video image to a characteristics
video image into which image characteristics have been
extracted from the input video image; a video images-classi-
fied-by-distance extracting/composing step of extracting
areas which differ according to distances from the character-
istics video image as video images classified by distance, on
the basis of the distance from the vehicle, and composing a
composite video image using the video images classified by
distance; a first object detecting step of performing first object
detection processing of scanning the composite video image
composed in the video images-classified-by-distance extract-
ing/composing step to determine a position on the composite
video image of an object detected from the composite video
image; an object-candidate position detecting step of deter-
mining an object-candidate position where there is a possi-
bility of existence of the object, in the video images classified
by distance, on the basis of the position on the composite
video image of the object detected in the first object detecting
step; a second object detecting step of performing, for the
object-candidate position determined in the object-candidate
position detecting step, second object detection processing
for identifying corresponding object positions in the video
images classified by distance; and an object position identi-
fying step of identifying an object position in the input video
image on the basis of the object positions determined in the
second object detecting step.

Another aspect of the present invention is an object detec-
tion program for detecting an object near a vehicle from an
input video image, the input video image being a video image
of surroundings of the vehicle shot from the vehicle. This
program causes a computer to realize: a video image convert-
ing function of converting the input video image to a charac-
teristics video image into which image characteristics have
been extracted from the input video image; a video images-
classified-by-distance extracting/composing function of
extracting areas which differ according to distances from the
characteristics video image as video images classified by
distance, on the basis of the distance from the vehicle, and
composing the video images classified by distance; a first
object detecting function of scanning the composite image
composed by the video images-classified-by-distance
extracting/composing function to perform first object detec-
tion processing; an object-candidate position detecting func-
tion of determining an object-candidate position where there
is a possibility of existence of an object, in the video images
classified by distance, on the basis of a position on the com-
posite video image where an object has been detected by the
first object detecting section; a second object detecting func-
tion of performing second object detection processing for the
object-candidate position determined by the object-candidate
position detecting function to identify an object position in
the video images classified by distance; and an object position
identifying function of identifying an object position in the
input video image on the basis of the object positions deter-
mined by the second object detecting function.

10

15

20

25

30

35

40

45

50

55

60

65

4

There are other aspects of the present invention as
described below. Therefore, disclosure of the present inven-
tion is intended to provide a part of aspects of the present
invention and is not intended to limit the scope of the inven-
tion described and claimed herein.

BRIEF DESCRIPTION OF DRAWINGS

FIG. 1 is a block diagram showing a configuration of an
object detection device according to an embodiment of the
present invention.

FIG. 2(a) is an explanatory diagram showing an example of
a pedestrian with a height of 200 cm existing at a position at
a distance of A m; FIG. 2(5) is an explanatory diagram show-
ing an example of a pedestrian with the height of 200 cm
existing at a position at a distance of B m; FIG. 2(¢) is an
explanatory diagram showing an example of a pedestrian
with the height of 200 cm existing at a position at a distance
of C m; FIG. 2(d) is an explanatory diagram showing an
example of a pedestrian with a height of 100 cm existing at the
position at the distance of A m; FIG. 2(e) is an explanatory
diagram showing an example of a pedestrian with the height
ot 100 cm existing at the position at the distance of B m; and
FIG. 2(f) is an explanatory diagram showing an example of a
pedestrian with the height of 100 cm existing at the position at
the distance of C m.

FIG. 3(a) is an explanatory diagram showing an image
capture area when a pedestrian with the height of 200 cm
exists at the position at the distance of A m; FIG. 3(5) is an
explanatory diagram showing an image capture area when a
pedestrian with the height of 200 cm exists at the position at
the distance of B m; FIG. 3(c) is an explanatory diagram
showing an image capture area when a pedestrian with the
height of 200 cm exists at the position at the distance of C m;
FIG. 3(d) is an explanatory diagram showing an image cap-
ture area when a pedestrian with the height of 100 cm exists
at the position at the distance of A m; FIG. 3(e) is an explana-
tory diagram showing an image capture area when a pedes-
trian with the height of 100 cm exists at the position at the
distance of B m; and FIG. 3(f) is an explanatory diagram
showing an image capture area when a pedestrian with the
height of 100 cm exists at the position at the distance of C m.

FIG. 4(a) is an explanatory diagram comparing image cap-
ture areas when pedestrians with heights of 200 cm and 100
cm, respectively, exist at the position at the distance of A m.

FIG. 5(a) is an explanatory diagram showing an example of
an A m video image corresponding to the A m position; FIG.
5(b) is an explanatory diagram showing an example ofa Bm
video image corresponding to the B m position; and FIG. 5(c)
is an explanatory diagram showing an example ofa C m video
image corresponding to the C m position.

FIG. 6(a) is an explanatory diagram showing an example of
the A m video image before and after enlargement/reduction;
FIG. 6(b) is an explanatory diagram showing an example of
the B m video image before and after enlargement/reduction;
and FIG. 6(c) is an explanatory diagram showing an example
of'the C m video image before and after enlargement/reduc-
tion.

FIG. 7 is an explanatory diagram showing an example of
position adjustment of the centers of video images classified
by distance.

FIG. 8 is an explanatory diagram showing an example of
the number of overlapped video images classified by dis-
tance.

FIG. 9(a) is a diagram showing an example of the number
of composed video images and the amount of image charac-
teristics, for the A m video image; FIG. 9(5) is a diagram
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showing an example of the number of composed video
images and the amount of image characteristics, for the B m
video image; and F1G. 9(c) is a diagram showing an example
of the number of composed video images and the amount of
image characteristics, for the C m video image.

FIG.10(a) is a diagram showing an example of a composite
coefficient of the A m video image; FIG. 10(d) is a diagram
showing an example of composite coefficients of the B m
video image; and FIG. 10(c) is a diagram showing an example
of composite coefficients of the C m video image.

FIG. 11(a) is a diagram showing an example of an input
video image; FIG. 11(b) is a diagram showing an example of
the A m video image; FIG. 11(c) is a diagram showing an
example of the B m video image; FIG. 11(d) is a diagram
showing an example of the C m video image; and FIG. 11(e)
is a diagram showing an example of composite video image.

FIG. 12 is an explanatory diagram showing an example of
pedestrians correctly normalized on the composite video
image.

FIG. 13(a) is an explanatory diagram showing an example
of cutout from the composite video image, with the height of
100 cm as a target; and FIG. 13(5) is an explanatory diagram
showing an example of enlarging the cut-out composite video
image.

FIG. 14 is a diagram showing an example of scanning for
counting the amount of image characteristics on the compos-
ite video image.

FIG. 15(a) is an explanatory diagram showing an example
of'an input video image; FIG. 15(b) is an explanatory diagram
showing an example of a detection result obtained by per-
forming first object detection processing on the composite
video image; FI1G. 15(¢) is an explanatory diagram showing
an example of specifying an object-candidate position on the
A m video image; FIG. 15(d) is an explanatory diagram
showing an example of specitying an object-candidate posi-
tion on the B m video image; and FIG. 15(e) is an explanatory
diagram showing an example of specifying an object-candi-
date position on the C m video image.

FIG. 16(a) is an explanatory diagram showing an example
of an object detection result on the A m video image; FIG.
16(b) is an explanatory diagram showing an example of an
object detection result on the B m video image; and FIG.
16(c) is an explanatory diagram showing an example of an
object detection result on the C m video image.

FIG. 17(a) is an explanatory diagram showing an example
of extracted coordinates of a video image classified by dis-
tance on an input video image; FIG. 17(b) is an explanatory
diagram showing an example of detected coordinates on a
video image classified by distance; and FIG. 17(c) is an
explanatory diagram showing an example of detected coor-
dinates on the input video image.

FIG. 18 is a flow diagram.

DESCRIPTION OF EMBODIMENT

The present invention will be described below in detail.
However, the following detailed description and accompany-
ing drawings are not intended to limit the invention thereto.

The object detection device of the present invention is an
object detection device detecting an object near a vehicle
from an input video image, the input video image being a
video image of surroundings of the vehicle shot from the
vehicle. The device is configured to be provided with: a video
image converting section converting the input video image to
a characteristics video image into which image characteris-
tics have been extracted from the input video image; a video
images-classified-by-distance extracting/composing section
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extracting areas which differ according to distances from the
characteristics video image as video images classified by
distance, on the basis of the distance from the vehicle, and
composing a composite video image using the video images
classified by distance; a first object detecting section perform-
ing first object detection processing of scanning the compos-
ite video image composed by the video images-classified-by-
distance extracting/composing section to determine a
position on the composite video image of an object detected
from the composite video image; an object-candidate posi-
tion specifying section determining an object-candidate posi-
tion where there is a possibility of existence of the object, in
the video images classified by distance, on the basis of the
position on the composite video image of the object detected
by the first object detecting section; a second object detecting
section performing, for the object-candidate position deter-
mined by the object-candidate position specifying section,
second object detection processing for identifying corre-
sponding object positions in the video images classified by
distance; and an object position identifying section identify-
ing an object position in the input video image on the basis of
the object positions determined by the second object detect-
ing section.

According to this configuration, since the image character-
istics of an input video image are not damaged, it is possible
to provide an object detection device capable of speeding up
detection processing time without sacrificing detection per-
formance.

In the object detection device of the present invention, it is
preferable that the video image converting section extracts
edge characteristics as image characteristics. According to
this configuration, it is possible to convert an input video
image to a video image in which only edge characteristics
used for object detection processing are left.

In the object detection device of the present invention, it is
preferable that the video images-classified-by-distance
extracting/composing section changes the size of an area
extracted from a characteristics video image on the basis of
the distance from a vehicle. By this configuration, it is pos-
sible to perform object detection correspondingly to the size
of'a detected target object the image of which is captured in a
different size on a video image according to the distance from
the vehicle.

In the object detection device of the present invention, it is
preferable that the video images-classified-by-distance
extracting/composing section enlarges/reduces video images
extracted according to distances so that the vertical sizes of all
the video images classified by distance are equal to one
another. By this configuration, it is possible to equalize the
sizes of detection target objects the image of which are cap-
tured in different sizes on a video image according to the
distances from the vehicle, and, therefore, the object detec-
tion processing is simplified.

In the object detection device of the present invention, it is
preferable that the video images-classified-by-distance
extracting/composing section composes video images classi-
fied by distance, adjusting the positions of the horizontal and
vertical axes of the video images classified by distance so that
they are overlapped. By this configuration, the center position
of' a composite video image is the same position on all the
video images classified by distance, and, therefore, it
becomes easy to grasp the position of a detected object.
Furthermore, since the size of the composite video image is
smaller than the total size of all the video images classified by
distance, the object detection processing can be sped up.

In the object detection device of the present invention, it is
preferable that the video images-classified-by-distance



US 9,152,887 B2

7

extracting/composing section composes video images classi-
fied by distance by o blending. By this configuration, it is
possible to adjust the degree of influence of each video image
classified by distance on a composite video image by adjust-
ing a composite coefficient.

In the object detection device of the present invention, it is
preferable that the video images-classified-by-distance
extracting/composing section composes video images classi-
fied by distance, adjusting a composite coefficient of the o
blending for parts of the composed video images classified by
distance according to the number of composed video images
classified by distance. By this configuration, it is possible to,
when the number of video images classified by distance com-
posed on a composite video image differs on parts of the
composite video image, create a state in which optimum
image characteristics are held for each of the parts when the
composite video image is obtained.

In the object detection device of the present invention, it is
preferable that the video images-classified-by-distance
extracting/composing section composes the video images
classified by distance, adjusting the composite coefficient of
the o blending according to the numbers of image character-
istics included in video images classified by distance. By this
configuration, it is possible to, by increasing the composite
coefficient of a video image classified by distance which
includes a lot of image characteristics, create a state in which
optimum image characteristics are held when the composite
video image is obtained.

In the object detection device of the present invention, it is
preferable that the vertical size of a detection target object in
the object detection processing by the first object detecting
section is equal to the vertical size of a composite video
image. By this configuration, it is possible to simplify object
detection scanning in the detection target processing.

In the object detection device of the present invention, it is
preferable that the first object detecting section performs the
object detection processing by performing scanning on a
composite video image only in a horizontal detection. By this
configuration, the number of scans for object detection can be
reduced, and, therefore, the object detection processing can
be sped up.

In the object detection device of the present invention, it is
preferable that the first object detecting section is provided
with a composite video image cutting out/enlarging section
cutting out an area in contact with the bottom end of a com-
posite video image and generating an enlarged composite
video image obtained by enlarging the vertical size of the
cut-out area so that the vertical size is equal to the vertical size
of the composite video image. By this configuration, it is
possible to use the assumption that the bottom end of an
object is necessarily in contact with the bottom end of a
composite video image at the time of coping with difference
in size among detection target objects (for example, differ-
ence in height among pedestrians), and, therefore, such an
area on a video image that an object cannot exist is not
targeted by scanning. Thus, it is possible to speed up the
object detection processing. Furthermore, since the size of the
cut-out composite video image is adjusted to be the same as
the size of'the composite video image before the cutout, there
is a merit that it is not necessary to consider the size of a
detection target object on a video image for the object detec-
tion processing.

In the object detection device of the present invention, it is
preferable that the first object detecting section performs the
object detection processing for the enlarged composite video
image. By this configuration, it is possible to cope with dif-
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ference in size among detection target objects (for example,
difference in height among pedestrians).

In the object detection device of the present invention, it is
preferable that the first object detecting section performs the
object detection processing by performing scanning on the
enlarged composite video image only in a horizontal detec-
tion. By this configuration, the number of scans for object
detection can be reduced, and, therefore, the object detection
processing can be sped up.

In the object detection device of the present invention, it is
preferable that the first object detecting section is capable of
adjusting a detection judgment criterion for object detection
separately from the second object detecting section, and the
detection criterion is adjusted so that the first object detecting
section judges an object to be an object more easily than the
second object detecting section. By this configuration, it is
possible for the first object detecting section to perform rough
detection, that is, easily perform detection to prevent detec-
tion omission on a composite video image, and for the second
object detection section to strictly judge that a detected object
exists to prevent wrong detection.

In the object detection device of the present invention, it is
preferable that the first object detecting section performs first
object detection processing only on parts of a composite
video image where the image characteristics exist as targets.
By this configuration, scanning of a position where a detected
object cannot exist does not happen, and, therefore, detection
processing is sped up.

In the object detection device of the present invention, it is
preferable that the object position identifying section deter-
mines the distance from a vehicle to a detected object on the
basis of object positions on video images classified by dis-
tance detected by the second object detecting section. By this
configuration, at the same time that existence or nonexistence
of'a detection target object is detected, information about the
distance to the object is obtained, and it is useful for warning
and the like based on a detection result.

The object detection method of the present invention is an
object detection method for detecting an object near a vehicle
from an input video image, the input video image being a
video image of surroundings of the vehicle shot from the
vehicle, the method including: a video image converting step
of converting the input video image to a characteristics video
image into which image characteristics have been extracted
from the input video image; a video images-classified-by-
distance extracting/composing step of extracting areas which
differ according to distances from the characteristics video
image as video images classified by distance, on the basis of
the distance from the vehicle, and composing a composite
video image using the video images classified by distance; a
first object detecting step of performing first object detection
processing of scanning the composite video image composed
in the video images-classified-by-distance extracting/com-
posing step to determine a position on the composite video
image of an object detected from the composite video image;
an object-candidate position detecting step of determining an
object-candidate position where there is a possibility of exist-
ence of the object, in the video images classified by distance,
on the basis of the position on the composite video image of
the object detected in the first object detecting step; a second
object detecting step of performing, for the object-candidate
position determined in the object-candidate position detect-
ing step, second object detection processing for identifying
corresponding object positions in the video images classified
by distance; and an object position identifying step of iden-
tifying an object position in the input video image on the basis
of'the object positions determined in the second object detect-
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ing step. By this method also, advantages similar to those of
the device described above can be obtained.

The object detection program of the present invention is an
object detection program for detecting an object near a
vehicle from an input video image, the input video image
being a video image of surroundings of the vehicle shot from
the vehicle. The program is for causing a computer to realize:
a video image converting function of converting the input
video image to a characteristics video image into which
image characteristics have been extracted from the input
video image; a video images-classified-by-distance extract-
ing/composing function of extracting areas which differ
according to distances from the characteristics video image as
video images classified by distance, on the basis of the dis-
tance from the vehicle, and composing the video images
classified by distance; a first object detecting function of
scanning the composite image composed by the video
images-classified-by-distance extracting/composing func-
tion to perform first object detection processing; an object-
candidate position detecting function of determining an
object-candidate position where there is a possibility of exist-
ence of an object, in the video images classified by distance,
on the basis of a position on the composite video image where
an object has been detected by the first object detecting sec-
tion; a second object detecting function of performing second
object detection processing for the object-candidate position
determined by the object-candidate position detecting func-
tion to identify an object position in the video images classi-
fied by distance; and an object position identifying function
of identifying an object position in the input video image on
the basis of the object position determined by the second
object detecting function. By this program also, advantages
similar to those of the device described above can be
obtained.

According to the present invention, there are obtained
excellent advantages that, since a video image can be reduced
without damaging image characteristics of an input video
image, detection processing time can be sped up without
sacrificing detection performance, and that it is also possible
to measure the distance from a vehicle to an object.

Embodiment

An object detection device according to an embodiment of
the present invention will be described below with reference
to drawings.

FIG. 1 is a block diagram showing a configuration of an
object detection device according to an embodiment of the
present invention. An object detection device 10 shown in
FIG. 1 is provided with a video image converting section 20
which converts an input video image inputted from the out-
side to a characteristics video image into which image char-
acteristics have been extracted from the input video image; a
video images-classified-by-distance extracting/composing
section 30 which, on the basis of distances from a vehicle,
composes video images classified by distance which include
different areas extracted from the characteristics video image
according to the distances; a first object detecting section 40
which performs first object detection processing for an
obtained composite video image; an object-candidate posi-
tion specifying section 50 which determines an object-candi-
date position where there is a possibility of existence of an
object, in the video images classified by distance, from a
result of the first object detection processing, a second object
detecting section 60 which performs second object detection
processing for the object-candidate position in the video
images classified by distance; and an object position identi-
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fying section 70 which identifies an object position on the
input video image from a detection result of the second object
detection section.

An input video image inputted from the outside is assumed
to be a video image obtained by shooting the surroundings of
a vehicle by an onboard camera attached, for example, at a
predetermined position near a number plate on the front or
rear side of the vehicle and with a predetermined angle.

The video image converting section 20 performs, on the
basis of the input video image, video image conversion pro-
cessing for extracting image characteristics on the video
image. In the embodiment of the present invention, edge
characteristics are extracted as the image characteristics, and
processing paying attention to the edge characteristics is per-
formed in subsequent-stage processing. However, the image
characteristics targeted in the present invention are not lim-
ited to the edge characteristics. For example, in the case of the
purpose of detecting traffic signs and signals on roads, it is
effective to perform processing for extracting a particular
color as an image characteristic. As concrete processing for
extracting the edge characteristics, embossing or edge extrac-
tion by a Sobel filter are conceivable. However, the process-
ing is not limited to these processes.

The video images-classified-by-distance extracting/com-
posing section 30 is provided with a video images-classified-
by-distance extracting section 31, a video images-classified-
by-distance enlarging/reducing section 32, a center position
adjusting section 33, a number-of-characteristics-of-video
images-classified-by-distance judging section 34, a compos-
ite coefficient adjusting section 35 and a video images-clas-
sified-by-distance composing section 36. The video images-
classified-by-distance extracting section 31 extracts an area
where there is a possibility that an image of a detection target
object may be captured on a video image when the detection
target object exists at a position at predetermined distances
from the vehicle, in different sizes according to the distances,
from a characteristics video image. The video images-classi-
fied-by-distance enlarging/reducing section 32 enlarges or
reduces a video image classified by distance corresponding to
each distance which has been extracted by the video images-
classified-by-distance extracting section 31 so that the verti-
cal size of the video image classified by distance becomes a
predetermined size. Thereby, the vertical sizes of all the video
images classified by distance become equal to one another
(the horizontal sizes are different from one another). In the
description below, a video image classified by distance refers
to the video image classified by distance enlarged or reduced
by the video images-classified-by-distance enlarging/reduc-
ing section 32 unless otherwise specified. The center position
adjusting section 33 adjusts the positions of the horizontal
and vertical axes of the video images classified by distance
resized by the video images-classified-by-distance enlarging/
reducing section 32 so that the positions are overlapped, and
determines the number of composed video images at a video
image position. The number of composed video images
means the number of overlapped video images classified by
distance. The characteristics-of-video images-classified-by-
distance judging section 34 determines the amount of image
characteristics existing on each video image classified by
distance. The composite coefficient adjusting section 35
determines a composite coefficient for each partial area of the
video images classified by distance on the basis of the number
of composed video images determined by the center position
adjusting section 33 and the amount of image characteristics
determined by the number-of-characteristics-of-video
images-classified-by-distance judging section 34. The video
images-classified-by-distance composing section 36 multi-
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plies the video images classified by distance the center posi-
tions of which have been adjusted by the center position
adjusting section 33 to be overlapped, by the composite coet-
ficients determined by the composite coefficient adjusting
section 35 to generate a composite video image in which all
the video images classified by distance are composed. At this
time, the number of the pixels of the composite video image
is smaller than the sum total of the numbers of pixels of all the
video images classified by distance.

The first object detecting section 40 is provided with a
composite video image cutting out/enlarging section 41, a
number-of-characteristics-of-composite-video image judg-
ing section 42 and an object-in-composite-video image
detecting section 43. The composite video image cutting out/
enlarging section 41 cuts out a part of the composite video
image and enlarges the video image so that the vertical size of
the cut-out composite video image is equal to the vertical size
before the cutout. The purpose of this processing is to cope
with difference in size among object detection targets (for
example, difference in height among pedestrians). The num-
ber-of-characteristics-of-composite-video image judging
section 42 identifies positions where image characteristics
exist on the composite video image outputted from the com-
posite video image cutting out/enlarging section 41. The
object-in-composite-video image detecting section 43 per-
forms object detection processing only for such positions
where it is judged by the number-of-characteristics-of-com-
posite-video image judging section 42 that image character-
istics exist, as targets, on the composite video image output-
ted from the composite video image cutting out/enlarging
section 41. By excluding positions where image characteris-
tics do not exist, in advance, because a detection target object
does not exist there, it is expected to speed up the object
detection processing. In the description below, a composite
image at the first object detecting section and subsequent-
stage sections refers to the cut-out and enlarged composite
image unless otherwise specified.

The object-candidate position specifying section 50 deter-
mines where on the video images classified by distance a
detection position at which an object has been detected by the
first object detecting section 40 is located. For example, ifone
object is detected on the composite video image when the
composite video image is composed of two video images
classified by distance, a total of two object-candidate posi-
tions exist because there is one position where there is a
possibility of existence of an object, on each of the video
images classified by distance.

The second object detecting section 60 performs object
detection only for the candidate positions on the video images
classified by distance specified by the object-candidate posi-
tion specifying section 50 to identify object positions existing
on the video images classified by distance.

The object position identifying section 70 calculates an
object position on the input video image on the basis of a
detection result of the second object detecting section 60, and
outputs the object position as well as the distance from the
vehicle to the object, as a final result.

The configuration and process flow of an object detection
device according to an embodiment of the present invention
has been described above.

Next, a series of processes by the video images-classified-
by-distance extracting/composing section 30, the first object
detecting section 40, the object-candidate position specifying
section 50, the second object detecting section 60 and the
object position identifying section 70 will be described in
detail with reference to drawings. Hereinafter, numerical val-
ues for description will be set as shown below for concreti-
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zation of the description. An input image is assumed to have
640 pixels horizontally and 480 pixels vertically. The vertical
sizes of video images classified by distance outputted from
the video images-classified-by-distance enlarging/reducing
section 32 and a composite video image outputted from the
composite video image cutting out/enlarging section 41 are
assumed to be 128 pixels. The size of a scanning frame used
at the time of performing target object detection processing
by the first object detecting section and the second object
detection section is assumed to be 64 pixels horizontally and
128 pixels vertically. Detection target objects are assumed to
be pedestrians existing on a road surface, and the heights of
the detection target pedestrians are assumed to be 100 to 200
cm. Pedestrians existing at three points at distances of A
meters, B meters and C meters from a vehicle are to be
detection targets. The examples given here are only for the
purpose of description, and this embodiment is not limited
thereto.

First, the video images-classified-by-distance extracting/
composing section 30 will be described in detail.

The video images-classified-by-distance extracting sec-
tion 31 generates video images classified by distance into
which a video image has been extracted from an input image,
according to distances from the vehicle. As described before,
because the input video image is shot by the onboard camera
installed on the vehicle, at a predetermined position and with
apredetermined angle, an area in which an image of a pedes-
trian is captured on the input video image is uniquely deter-
mined by the distance between the vehicle and the pedestrian.
FIG. 2 shows input video images in the case of pedestrians
with a height of 200 cm and pedestrians with a height of 100
cm existing at positions at the distances of A meters, B meters
and C meters (hereinafter referred to as A m, B m and C m)
from the vehicle. As for the magnitude relationship between
A, B and C, it is assumed that A<B<C is satisfied. The posi-
tion at the distance of A m is nearest to the vehicle, and the
position at the distance of C m is the farthest from the vehicle.
FIGS. 2(a), 2(b) and 2(c) show that pedestrian with the height
ot 200 cm exist at the position at the distance of A m, at the
position at the distance of B m and at the position at the
distance of C m, respectively. FIGS. 2(d), 2(e) and 2(f) show
that pedestrian with the height of 100 cm exist at the position
at the distance of A m, at the position at the distance of B m
and at the position at the distance of C m, respectively. FIG. 3
shows an area where detection target pedestrians are captured
on each of video images classified by distance when the input
video images are as those in FIG. 2. FIGS. 3(a) to 3(f) corre-
spond to FIGS. 2(a) to 2(f), respectively. Considering that the
pedestrians exist on the road surface, the positions of the feet
of the pedestrians are the same irrespective of the heights of
the pedestrians if the distances between the vehicle and the
pedestrians are the same. Therefore, if there are pedestrians
with the height of 100 cm and pedestrians with the height of
200 cm at the position at the distance of A m, areas in which
the former and the latter are captured on video images are as
shown in FIG. 4. The area in which the pedestrians with the
height of 200 cm are shot includes the area in which the
pedestrians with the height of 100 cm are shot. From the
above, when pedestrians with heights of 100 to 200 cm exist
at the positions at the distances of A m, B m and C m from the
vehicle, video images classified by distance, for A m, Bmand
C m are as in FIGS. 5(a) to 5(c), respectively.

The video images-classified-by-distance enlarging/reduc-
ing section 32 enlarges/reduces each of the video images
classified by distance extracted by the video images-classi-
fied-by-distance extracting section 31 and normalizes the
vertical sizes of the video images classified by distance to 128
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pixels. It is assumed that the aspect ratio of the video images
classified by distance does not change before and after
enlargement/reduction. FIG. 6 shows an example of enlarge-
ment/reduction processing of the video images classified by
distance. FIGS. 6(a), 6() and 6(c) show a video image clas-
sified by distance corresponding to the distance A m (herein-
after referred to as an A m video image), a video image
classified by distance corresponding to the distance B m
(hereinafter referred to as a B m video image) and a video
image classified by distance corresponding to the distance C
m (hereinafter referred to as a C m video image), respectively,
before and after enlargement/reduction. The horizontal sizes
of the video images classified by distance before enlarge-
ment/reduction are equally 640 pixels. The vertical sizes of
the A m video image, the B m video image and the C m video
image are Ya pixels, Yb pixels and Yc pixels, respectively. All
of'the vertical sizes of the video images classified by distance
after enlargement/reduction are 128 pixels, and the vertical
sizes of the A m video image, the B m video image and the C
m video image are (640x120/Ya) pixels, (640x128/Yb) pixels
and (640x128/Y¢) pixels, respectively. At this time, if pedes-
trians with the same height are shot, the sizes of the pedestri-
ans are equal in video images classified by distance after
enlargement/reduction, irrespective of the distance from the
vehicle.

The center position adjusting section 33 adjusts the center
positions of the video images classified by distance the ver-
tical sizes of which have been normalized to 128 pixels by the
video images-classified-by-distance enlarging/reducing sec-
tion 32, so that the center positions correspond to one another.
FIG. 7 shows an example of adjusting the three center posi-
tions of the A m video image, B m video image and C m video
image as video images classified by distance, so that the
center positions correspond to one another. As shown in FIG.
7, when the center positions of the video images classified by
distance are adjusted so that the center positions correspond
to one another, the number of overlapped video images clas-
sified by distance differs on each part because, though the
vertical sizes of the video images classified by distance are
normalized to be 128 pixels, the horizontal sizes are different
from one another. FIG. 8 illustrates the number of overlapped
video images classified by distance in the example in FIG. 7.
The number gradually decreases from the center position,
from three to two and then one. The number of overlaps is the
number of composed video images.

The number-of-characteristics-of-video images-classi-
fied-by-distance judging section 34 counts how many image
characteristics exist on each video image classified by dis-
tance outputted from the video images-classified-by-distance
enlarging/reducing section 32. In this embodiment, edge
characteristics are used as the image characteristics. Though
there are various means for counting the number of edges, the
means is not limited in the present invention. For example, the
number of pixels on which edges exist or the size of edges on
pixels where the edges exist may be simply used. Otherwise,
if it is known in advance that a detection target object has a lot
of'edges in a particular direction, means for counting only the
edges in the particular direction as targets is effective. It is
assumed here that the amount of image characteristics
included in the A m video image classified by distance is
referred to as Ea; the amount of image characteristics
included in the B m video image classified by distance is
referred to as Eb; and the amount of image characteristics
included in the C m video image classified by distance is
referred to as Ec. Though edge characteristics are targeted in
this embodiment, other image characteristics can be targeted.
For example, it is also possible to judge existence or nonex-
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istence of a particular color. Processing for judging existence
or nonexistence of brightness equal to a certain level or above
is also possible. Furthermore, as illustrated in FIG. 6, since
the video image sizes of the video images classified by dis-
tance outputted from the video images-classified-by-distance
enlarging/reducing section are different from one another, the
amount of image characteristics existing in the video image
may be normalized on the basis of the video image size.

The composite coefficient adjusting section 35 calculates
composite coefficients of the video images classified by dis-
tance on the basis of the numbers of composed video images
classified by distance determined by the center position
adjusting section 33 and the amount of image characteristics
Ea, Eb and Ec of the video images classified by distance,
determined by the number-of-characteristics-of-video
images-classified-by-distance judging section 34. Corre-
spondence between the number of composed video images
and the amount of image characteristics, for the video images
classified by distance for the distances A m, B m and Cm, are
shown in FIGS. 9(a) to 9(c), respectively. A method for cal-
culating a composite coefficient in the case where there is
such correspondence will be described with reference to FIG.
10. FIGS. 10(a) to 10(c) show composite coefficients to be set
for the video images classified by distance for the distances A
m, B m and C m, respectively. For the A m video image, one
kind of composite coefficient Mal is set. For the B m video
image, two kinds of composite coefficients Mb1 and Mb2 are
set. For the C m video image, three kinds of composite coef-
ficients Mc1 to Mc3 are set. Among these, Mal, Mb1 and
Mc1 are composite coefficients for parts where three video
images, the A m video image, the B m video image and the C
m video image are composed, and Mb2 and Mc2 are com-
posite coefficients for parts where two video images, the B m
video image and the C m video image are composed. Mc3 is
a composite coefficient for one video image, the C m video
image. The basic way of thinking the composite coefficient is
that composite coefficients are equally allocated to video
images classified by distance targeted by composite, accord-
ing to the numbers of composed video images. That is, as for
apart where three video images are composed, the composite
coefficient of each video image classified by distance is made
Y5 so that the total is 1, and, as for a part where two video
images are composed, the composite coefficient of each video
image classified by distance is made Y% so that the total is 1. In
this embodiment, for parts where multiple video images clas-
sified by distance are composed, the amount of image char-
acteristics Ea to Ec corresponding to the video images clas-
sified by distance are used to adjust the composite coefficient,
on the above idea of a total coefficient. The way of thinking of
adjustment on the basis of the amount of image characteris-
tics is such that a large composite coefficient is set for a video
image classified by distance in which a lot of image charac-
teristics exist, and that a small composite coefficient is set for
a video image classified by distance with few image charac-
teristics. On the basis of this idea, the composite coefficients
Mal, Mbl, Mb2, Mc1, Mc2 and Mc3 can be determined by
the following formulas, respectively:

Mal < ( Ea ) [Formula 1]
Ea+Eb+ Ec

Mbl = ( Eb ] [Formula 2]
Ea+Eb+ Ec
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-continued
Eb 123
Mb2 = (m] [Formula 3]
Mcl = (%) [Formula 4]
Mc2 = (EbicEc) [Formula 5]
Mc3 = (%) =1 [Formula 6]

Any calculation method is possible if the sum total of
composite coefficients is 1, without being limited to the above
calculation formulas.

The video images-classified-by-distance composing sec-
tion 36 composes the video images classified by distance for
which position adjustment has been performed by the center
position adjusting section 33, using the composite coeffi-
cients determined by the composite coefficient adjusting sec-
tion 35 to generate one composite video image. General o
blending is used as image composite processing using com-
posite coefficients. FIG. 11 is a diagram showing a specific
example of video image composite. FIG. 11(a) shows an
example of an input video image, in which four pedestrians
exist. To describe the four pedestrians, two pedestrians with
heights 0f 200 cm and 100 cm, respectively, exist side by side
ata distance of A m from a vehicle on the left part of the input
video image; one pedestrian with the height of 200 cm exists
at a distance of B m from the vehicle in the central part of the
input video image; and one pedestrian with the height of 200
cm at a distance of C m from the vehicle on the right part of the
input video image. FIGS. 11(5), 11(c) and 11(d) show an A m
video image, a B m video image and a C m video image,
respectively, and FIG. 11(e) shows an example of a result of
normalizing the sizes of the three video images classified by
distance and composing them.

Next, the first object detecting section 40 will be described.

The composite video image cutting out/enlarging section
41 cuts out a part of the composite image outputted from the
video images-classified-by-distance composing section 36
and enlarges the part to a predetermined size. Here, the pur-
pose of cutting out a composite image is to cope with differ-
ence in size among detection target objects. For example, the
cutout is for detecting both of the pedestrians with the height
of 100 cm and the pedestrians with the height of 200 cm in
FIG. 11. Here, FIG. 12 shows a diagram into which only four
pedestrians whose sizes are correctly normalized correspond-
ingly to the distances from the vehicle, in the composite video
image in FIG. 11(e), have been extracted. At this time, though
the positions of all the pedestrians’ feet correspond to one
another irrespective of their heights, the positions of their
heads differ according to their heights. The sizes are the same
if their heights are the same, irrespective of the distances from
the vehicle. In subsequent-stage object detection processing,
it is required that the vertical size of pedestrians should be
about 128 pixels because of setting of a scanning frame, and,
in the above state, pedestrians with the height of 100 cm
cannot be detected. Therefore, a composite video image is cut
outand enlarged to cope with this. In enlargement processing,
the cut-out video image is enlarged with the aspect ratio of the
video image maintained in a manner that the vertical size of
the cut-out video image becomes 128 pixels which is the
vertical size of a composite video image before the cutout.
FIG. 13 shows an example of cutout and enlargement with the
height of 100 cm as a target. FIG. 13(a) is a diagram showing
a cutout area, and FIG. 13(b) shows a diagram in which a
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cut-out video image is enlarged. An example of cutout/en-
largement for the height of 100 cm has been shown here. For
other heights also, the cutout/enlargement processing is per-
formed as much as necessary. At this time, since the feet of
pedestrians necessarily exist at the bottom end of the com-
posite video image irrespective of their heights, it is charac-
teristic that a cutout position is necessarily in contact with the
bottom end of the composite video image. In the case of not
performing cutout and enlargement, detection corresponds to
detection of the height of 200 cm. Since there is generally a
margin for the size covered by the object detection process-
ing, the cutout/enlargement processing can be performed for
a detection-target height appropriately.

Next, the number-of-characteristics-of-composite-video
image judging section 42 will be described with reference to
FIG. 14. In judgment processing performed here, the amount
of image characteristics which exist within a scanning frame
(horizontal 64 pixels and vertical 128 pixels) of the object
detection processing is counted on the composite image cut
out and enlarged by the composite video image cutting out/
enlarging section 41. Since edge characteristics are targeted
in this embodiment, and a method for counting edges is
similar to that of the number-of-characteristics-of-video
images-classified-by-distance judging section 34, descrip-
tion thereof is omitted.

The object-in-composite-video image detecting section 43
performs the object detection processing for the composite
video image. Since the vertical size of the composite video
image and the vertical size of the scanning frame of the object
detection processing correspond to each other, the object
detection processing is processing in which scanning is per-
formed once in a horizontal direction on the composite video
image to judge whether a detection target object exists or not
in the scanning. At this time, the detection processing is not
performed at all scanning positions in the scanning, but it is
judged whether or not to perform the detection processing,
using a result of the number-of-characteristics-of-composite-
video image judging section 42. That is, if image character-
istics do not exist in the scanning frame, an object cannot
exist, and, therefore, scanning is advanced without perform-
ing the detection processing. Thereby, the whole detection
processing is sped up. As for the judgment whether image
characteristics exist or not, a threshold is set appropriately,
and the detection processing is performed only when a pre-
determined amount of image characteristics or more exist.

In the object detection processing in this embodiment, an
object detection method based on edge characteristics is used.
As the method using edge characteristics, a method utilizing
HOG characteristics in which the strength and direction of
edges are used is common, and the method is applicable to the
present invention also. Not only the method utilizing the
HOG characteristics but also any object detection method
using edge characteristics is applicable. In the present inven-
tion, characteristics other than edge characteristics are also
applicable as image characteristics.

Next, the object-candidate position specifying section 50
will be described with reference to FIG. 15. FIG. 15(a) shows
an input video image; FIG. 15(5) shows a detection result of
performing the first object detection processing on a compos-
ite video image; FIG. 15(c) shows a result of specifying an
object-candidate position on an A m video image which is
output of the video images-classified-by-distance enlarging/
reducing section 32, by the first object detection processing;
FIG. 15(d) shows a result of specifying object-candidate posi-
tions on a B m video image; and FIG. 15(e) shows a result of
specifying object-candidate positions on a C m video image.
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The input video image here shows that one pedestrian with
the height 0200 cm exists at each of positions ata distance of
A m and a distance of C m, and the two pedestrians are
detected as a detection result on a composite video image. At
this time, the composite video image is obtained by compos-
ing three video images, an A m video image, a B m video
image and a C m video image. Therefore, when one detection
result exists on the composite video image, one object-can-
didate position can be specified on each of the A m video
image, the B m video image and the C m video image.
Because the center position of the composite video image
corresponds to the center position of each video image clas-
sified by distance, the candidate positions on the video images
classified by distance can be specified on the same coordi-
nates from the detected position on the composite image.
However, the composite video image is not necessarily com-
posed of three video images in all areas, and it is partially
generated by two video images or one video image. There-
fore, depending on the position of a detection result on the
composite video image, it is not necessarily possible to
specify an object-candidate position on all the video images
classified by distance. In the example shown in FIG. 15, one
object-candidate position is specified on the A m video image,
and two object-candidate positions are specified on the B m
and C m video images classified by distance.

The second object detecting section 60 performs the object
detection processing for the object-candidate positions speci-
fied on each video image classified by distance by the candi-
date object-position specifying section 50, and identifies
positions where an object exists, on the video image classified
by distance. In the object detection processing here, scanning
as performed by the object-in-composite-video image detect-
ing section 43 is not required, and the object detection pro-
cessing can be performed only for the candidate positions
specified by the candidate object-position specifying section
50. FIG. 16 shows detection results of performing the object
detection processing for the object-candidate positions speci-
fied in FIGS. 15(c) to 15(e). FIGS. 16(a), 16(b) and 16(c)
show a detection result on the A m video image, a detection
result on the B m video image and a detection result on the C
m video image, respectively. One object is detected on each of
the A m video image and the C m video image. That is, it is
seen that one pedestrian exists at each of the distances of A m
and C m from the vehicle. As for means for the object detec-
tion processing, an object detection method based on edge
characteristics is used similarly to the object-in-composite-
video image detecting section 43. The method to be used may
be the same detection method as that of the object-in-com-
posite-video image detecting section 43 or may be a different
one. Furthermore, different object detection accuracies may
be used by the object-in-composite-video image detecting
section 43 and the second object detecting section 60. In this
case, the detection accuracy is set more strict for the second
object detecting section 60 than for the object-in-composite-
video image detecting section 43. Since the amount of pro-
cessing of the object-in-composite-video image detecting
section 43 is larger in comparison with the second object
detecting section 60, the object-in-composite-video image
detecting section 43 performs simple object detection in
which some degree of wrong detection is permitted. In the
second object detection processing in which object candi-
dates are limited and the amount of processing decreases, the
wrong detection is excluded so that only detection target
objects are certainly included into a detection result. Thereby,
it is possible to realize speedup of the object detection pro-
cessing without decreasing the detection accuracy.
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The object position identifying section 70 identifies an
object position in the input video image on the basis of the
object detection results on the video images classified by
distance detected by the second object detecting section 60.
The object position in the input video image can be easily
determined from the extraction coordinates positions and
enlargement/reduction rates at the time of generating the
video images classified by distance by the video images-
classified-by-distance extracting section 31 and the video
images-classified-by-distance enlarging/reducing section 32.
A procedure for determining position coordinates on the
input video image from detected position coordinates on a
video image classified by distance will be described with
reference to FIG. 17. FIG. 17(a) shows coordinate positions
for extracting a video image classified by distance from an
input video image. The video image classified by distance
corresponds to what is obtained by multiplying an area
defined by upper left (Xos, Yos) and lower right (Xoe, Yoe),
with the uppermost left of the input video image as the origin
(0, 0), by an enlargement/reduction rate k. FIG. 17(b) shows
coordinate positions identifying an object position on the
extracted video image classified by distance. A range defined
by upper left (Xds, Yds) and lower right (Xde, Yde), with the
uppermost left of the video image classified by distance as the
origin (0, 0), is a detected position. FIG. 17(c) shows a result
of converting the coordinates of the object position identified
onthe video image classified by distance to coordinates on the
input video image. A range defined by upper left (Xrs, Yrs)
and lower right (Xre, Yre), with the uppermost left of the input
video image as the origin (0, 0), is coordinates of a final object
result detection. At this time, Xrs, Yrs, Xre and Yre can be
determined by the following formulas 7 to 10 with the use of
variables in FIGS. 17(a) and 17(b).

Xds
Xrs :(—)+Xos (Formula7]
K
Yd
Yrs = (—S] + Yos (Formula 8]
K
Xd it
Xre:(—e]+Xos [Formula 9]
K
Yde [Formula 10]
Yre= (7] + Yos

Thereby, the object position on the input video image can
be identified. Not only is the object position identified but the
distance from the vehicle to the object can be also identified
because the object position is determined once on the video
image classified by distance.

According to the object detection device according to the
above embodiment, a video image in which surroundings of a
vehicle is shot is converted to a characteristics video image,
and first object detection processing is performed on a video
image obtained by, on the basis of distances from the vehicle,
extracting different areas from the characteristics video
image according to the distances and composing them, to
determine an object-candidate position. Furthermore, second
object detection processing is performed for the object-can-
didate position to identify an object detection position. Thus,
it is possible not only to speed up object detection processing
without sacrificing object detection performance but also to
measure the distance from the vehicle to the object.

A preferred embodiment of the present invention conceiv-
able at present has been described above. However, various
variations of this embodiment are possible, and it is intended
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that all such variations within the true spirit and scope of the
present invention are included in the Claims.

The object detection method of the present invention can
be a method which includes each step realized by the above
object detection device. As for the object detection program
of the present invention also, it is sufficient if the program
causes a computer to realize each function realized by the
above object detection device, and the program is not espe-
cially restricted.

FIG. 18 is a flow diagram illustrating an object detection
method for detecting an object near a vehicle from an input
video image of surroundings of the vehicle shot from the
vehicle. The method includes the following steps: In step S1,
an input video image of the surroundings of the vehicle is shot
from the vehicle. In step S2, the video image is converted to
a characteristics video image into which image characteris-
tics have been extracted from the input video image. In step
S3, the video image is processed by extracting areas which
differ according to distances from the characteristics video
image as video images classified by distance, on the basis of
the distance from the vehicle, and by composing a composite
video image using the video images classified by distance. In
step S4, a first object is detected by scanning the composite
video image composed in step S3 to determine a position on
the composite video image of an object detected from the
composite video image. In step S5, an object-candidate posi-
tion is detected by determining an object-candidate position
where there is a possibility of existence of the object, in the
video images classified by distance, on the basis of the posi-
tion on the composite video image of the object detected in
step S4. In step S6, a second object detection is performed, for
the object-candidate position determined in step S5, second
object detection processing for identifying corresponding
object positions in the video images classified by distance. In
step S7, an object position is identified by identifying the
object position in the input video image on the basis of the
object positions determined in step S6.

A preferred embodiment of the present invention conceiv-
able at present has been described above. However, it is
intended that it should be understood that various variations
of this embodiment are possible, and that all such variations
within the true spirit and scope of the present invention are
included in the Claims.

INDUSTRIAL APPLICABILITY

As described above, the object detection device of the
present invention converts a video image in which surround-
ings of a vehicle is shot to a characteristics video image, and
performs first object detection processing on a video image
obtained by, on the basis of distances from the vehicle,
extracting different areas from the characteristics video
image according to the distances and composing them, to
determine an object-candidate position, and, furthermore,
performs second object detection processing for the object-
candidate position to identify an object detection position.
Thus, the object detection device is excellently advantageous
in that it is possible not only to speed up object detection
processing without sacrificing object detection performance
but also to measure the distance from the vehicle to the object,
and it is useful as an object detection device and the like for
detecting an object around a vehicle.
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REFERENCE SIGNS LIST

10 object detection device

20 video image converting section

30 video images-classified-by-distance extracting/compos-
ing section

31 video images-classified-by-distance extracting section

32 video images-classified-by-distance enlarging/reducing
section

33 center position adjusting section

34 number-of-characteristics-of-video images-classified-by-
distance judging section

35 composite coefficient adjusting section

36 video images-classified-by-distance composing section

40 first object detecting section

41 composite video image cutting out/enlarging section

42 number-of-characteristics-of-composite-video  image
judging section

43 object-in-composite-video image detecting section

50 candidate object-position specifying section

60 second object detecting section

70 object position identifying section

The invention claimed is:

1. An object detection device detecting an object near a
vehicle from an input video image, the input video image
being a video image of surroundings of the vehicle shot from
the vehicle, the device comprising:

a video image converting section which converts the input
video image to a characteristics video image in which
image characteristics have been extracted from the input
video image;

a video image processing section which extracts areas
which differ according to distances from the character-
istics video image as video images classified by dis-
tance, on the basis of the distance from the vehicle, and
composes a composite video image using the video
images classified by distance, wherein the composite
video image is a composite of said video images classi-
fied by distance;

a first object detecting section which performs first object
detection processing of scanning the composite video
image composed by the video image processing section
to determine a position on the composite video image of
an object detected from the composite video image;

an object-candidate position specifying section which
determines an object-candidate position where there is a
possibility of existence of the object, in the video images
classified by distance, on the basis of the position on the
composite video image of the object detected by the first
object detecting section;

a second object detecting section which performs, for the
object-candidate position determined by the object-can-
didate position specifying section, second object detec-
tion processing for identifying corresponding object
positions in the video images classified by distance; and

an object position identifying section which identifies an
object position in the input video image on the basis of
the object positions determined by the second object
detecting section.

2. The object detection device according to claim 1,
wherein the video image converting section extracts edge
characteristics as the image characteristics.

3. The object detection device according to claim 1,
wherein the video image processing section changes the size
of an area extracted from the characteristics video image on
the basis of the distance from the vehicle.
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4. The object detection device according to claim 1,
wherein the video image processing section enlarges or
reduces the video images according to distances so that the
vertical sizes of all the video images classified by distance are
equal to one another.

5. The object detection device according to claim 1,
wherein the video image processing section adjusts the posi-
tions of the horizontal center axes and vertical center axes of
the video images classified by distance so that they are over-
lapped, and composes the composite video image.

6. The object detection device according to claim 1,
wherein the video image processing section composes the
composite video image by distance by o blending.

7. The object detection device according to claim 1,
wherein the video image processing section partially adjusts
a composite coefficient of a blending and composes the com-
posite video image, according to the number of composed
video images classified by distance.

8. The object detection device according to claim 1,
wherein the video image processing section adjusts the com-
posite coefficient of a0 blending and composes the composite
video image, according to the numbers of image characteris-
tics included in the video images classified by distance.

9. The object detection device according to claim 1,
wherein the first object detecting section sets the vertical size
of a detection target object to be equal to the vertical size of
the composite video image in the first object detection pro-
cessing.

10. The object detection device according to claim 1,
wherein the first object detecting section performs object
detection processing by performing scanning on the compos-
ite video image only in a horizontal direction.

11. The object detection device according to claim 1,
wherein the first object detecting section comprises a com-
posite video image processing section cutting out an area in
contact with the bottom end of the composite video image and
generating an enlarged composite video image obtained by
enlarging the vertical size of the cut-out area so that the
vertical size is equal to the vertical size of the composite video
image.

12. The object detection device according to claim 11,
wherein the first object detecting section performs the object
detection processing for the enlarged composite video image.

13. The object detection device according to claim 12,
wherein the first object detecting section performs the object
detection processing by performing scanning on the enlarged
composite video image only in a horizontal direction.

14. The object detection device according to claim 1,
wherein the first object detecting section is capable of adjust-
ing a detection judgment criterion for object detection sepa-
rately from the second object detecting section, and the detec-
tion criterion is adjusted so that the first object detecting
section judges an object to be an object more easily than the
second object detecting section.

15. The object detection device according to claim 1,
wherein the first object detecting section performs the first
object detection processing only on parts of the composite
video image where the image characteristics exist as targets.

16. The object detection device according to claim 1,
wherein the object position identifying section determines the
distance from the vehicle to a detected object on the basis of
the object positions on the video images classified by distance
detected by the second object detecting section.

17. An object detection method for detecting an object near
a vehicle from an input video image, the input video image
being a video image of surroundings of the vehicle shot from
the vehicle, the method comprising:
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avideo image converting step of converting the input video
image to a characteristics video image into which image
characteristics have been extracted from the input video
image;

a video image processing step of extracting areas which
differ according to distances from the characteristics
video image as video images classified by distance, on
the basis of the distance from the vehicle, and compos-
ing a composite video image using the video images
classified by distance, wherein the composite video
image is a composite of said video images classified by
distance;

a first object detecting step of performing first object detec-
tion processing of scanning the composite video image
composed in the image processing step to determine a
position on the composite video image of an object
detected from the composite video image;

an object-candidate position detecting step of determining
an object-candidate position where there is a possibility
of existence of the object, in the video images classified
by distance, on the basis of the position on the composite
video image of the object detected in the first object
detecting step;

a second object detecting step of performing, for the
object-candidate position determined in the object-can-
didate position detecting step, second object detection
processing for identifying corresponding object posi-
tions in the video images classified by distance; and

an object position identifying step of identifying an object
position in the input video image on the basis of the
object positions determined in the second object detect-
ing step.

18. A non-transitory computer-readable medium storing an
object detection program for detecting an object near a
vehicle from an input video image, the input video image
being a video image of surroundings of the vehicle shot from
the vehicle, the program causing a computer to realize:

a video image converting function of converting the input
video image to a characteristics video image into which
image characteristics have been extracted from the input
video image;

a video image processing function of extracting areas
which differ according to distances from the character-
istics video image as video images classified by dis-
tance, on the basis of the distance from the vehicle, and
composing a composite video image using the video
images classified by distance, wherein the composite
video image is a composite of said video images classi-
fied by distance;

a first object detecting function of scanning the composite
video image composed by the video image function to
perform first object detection processing;

an object-candidate position detecting function of deter-
mining an object-candidate position where there is a
possibility of existence of an object, in the video images
classified by distance, on the basis of a position on the
composite video image where an object has been
detected by the first object detecting section;

a second object detecting function of performing second
object detection processing for the object-candidate
position determined by the object-candidate position
detecting function to identify an object position in the
video images classified by distance; and

an object position identifying function of identifying an
object position in the input video image on the basis of
the object positions determined by the second object
detecting function.
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